
AI and Transkribus

Günter Mühlberger
Digitisation and Digital Preservation group

University of Innsbruck
READ-COOP SCE



Agenda

• Archival documents
• AI and ML
• Examples
• Transkribus products
• Users
• READ-COOP SCE



Archival documents



Hundreds of shelf kilometres – billions of documents



Artificial intelligence?Machine Learning!



To my mind, a human intellectual competence must entail a set of skills 
of problem solving — enabling the individual to resolve genuine 
problems or difficulties that he or she encounters and, when 
appropriate, to create an effective product — and must also entail the 
potential for finding or creating problems — and thereby laying the 
groundwork for the acquisition of new knowledge. (Gardner, Howard: Frames of 
mind : the theory of multiple intelligences (1994) – Wikipedia “Intelligence” – June 2022)

https://en.wikipedia.org/wiki/Problem_solving


Learning is the process of acquiring 
new understanding, knowledge, behaviors, skills, values, attitudes, 
and preferences. The ability to learn is possessed by humans, animals, 
and some machines; there is also evidence for some kind of learning in 
certain plants. (Wikipedia, Nov. 2021)

https://en.wikipedia.org/wiki/Understanding
https://en.wikipedia.org/wiki/Knowledge
https://en.wikipedia.org/wiki/Behavior
https://en.wikipedia.org/wiki/Skill
https://en.wikipedia.org/wiki/Value_(personal_and_cultural)
https://en.wikipedia.org/wiki/Preference
https://en.wikipedia.org/wiki/Human
https://en.wikipedia.org/wiki/Animal
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Plant


Types of machine learning



Supervised learning

• Labeled data are needed
• As for Transkribus: a correct transcript is needed together with the line image

• Currently most wide-spread area of ML
• Well understood, though the neural network itself remains a black

box
• Application areas

• Text recognition
• Speech recognition
• Object recognition
• …



Unsupervised learning

• No labelled data necessary
• Input are „just“ data
• E.g. data, images, music, behaviour,…

• Often used to produce artificial training data for supervised learning
• Limited application areas
• Application areas

• Clustering = grouping of input values of any kind
• Producing „similar“ output e.g. painting like Picasso, composing like 

Mozart,writing like Shakespear, etc… 



Re-enforcement learning

• No labelled data necessary, but rules and targets
• Computer is interacting with ist environment direct feedback is used to

improve/learn

• Typical application areas
• Gaming, eSports,…
• Robotics

• Most prominent example
• AlphaZero is a generic reinforcement learning algorithm […] that achieved 

superior results within a few hours, searching a thousand times fewer 
positions, given no domain knowledge except the rules. (Wikipedia, June 2022)

https://en.wikipedia.org/wiki/Reinforcement_learning


Self-supervised learning (transformers)

• No labelled data necessary, but learning is done in a similar way as with
labelled data

• Former President Donald Trump Says He Won’t Come Back To Twitter: Pushing Truth 
Social (Forbes, June 2022)

• XXX President Donald Trump Says…
• Former XXX Donald Trump Says…
• Former President XXX Trump Says…
• Former President Donald XXX Says…
• Machine learns to make predictions on the missing words  in this way 

relationships among words (or entities in general) are discovered and learned
• Prominent examples: BERT, GPT3

• Q&A, summarization, translation, coding,…
• Can be combined with supervised learning e.g. for postprocessing or

fine-tuning



ML for text recognition. Can you read this?



Dirc Jansz
Schiouwer

Op hHuijden den 18en. Decemb. @ 1638. 
Compareerde voor mij Hendrick Schaef
Notaris pPub. etc. Trijn Barents huijsvr: van 



16 Feb. Ao 1610 
Ehrnveste, Achtbare vnd hochgelarte,
Großgoönstige Herrn, Nehist meiner 
alzeit willig gefliessener Dienste er-
biettung, kan E. E. g. Ich vnvormeldet
nit lassen, Das vorschiener Jare Marx 



From image to text



Line detection

• Until 2017 “the” challenge
• Complex non-standardized layout
• Many different document types
• Tables, notes, marginalia, etc…
• Noise, borders, bleed through, strike through, drawings, separators, etc..

• Success story
• New methods: machine learning
• Representative and carefully selected data set (2000 pages from 12 archives and different 

epochs)
• Service provider for creating “Ground Truth” (100.000+ lines manually drawn)
• Scientific competition: ICDAR 2017
• Research data are on ZENODO: cBAD
• Best solution comes from University Rostock, Citlab Team (Tobias Grüning)
• Grüning,  Tobias, Neural text line extraction in historical documents  : a two-stage clustering 

approach Rostock : Universität , 2018 https://doi.org/10.18453/rosdok_id00002427













Text recognition



Training – Supervised learning

The process that allows a neural network to create a mathematical 
pathway from input to output is called training. 



The process that allows a neural network to create a mathematical 
pathway from input to output is called training. We give the network 
training data consisting of input values and corresponding output 
values, and it applies a fixed mathematical procedure to these values. 



The process that allows a neural network to create a mathematical 
pathway from input to output is called training. We give the network 
training data consisting of input values and corresponding output 
values, and it applies a fixed mathematical procedure to these values. 
The goal of this procedure is to gradually modify the network’s weights 
such that the network will be able to calculate correct output values 
even with input data that it has never seen before. (How to Train a Basic 
Perceptron Neural Network November 24, 2019 by Robert Keim. https://www.allaboutcircuits.com/technical-
articles/how-to-train-a-basic-perceptron-neural-network/)







Source: Ploetz (2009), Hidden Markov Models – DOI DOI:10.1007/s10032-009-0098-4



und kluge Veranstaltung/des Käyserl.General Feld=Marschall Lieutnants

innere seyn mögte und ob die eingereichte. Druck.

יוחנן בן נורי וכי מה אכפת להם הע



+
picknicking

Source: https://datasolut.com/neuronale-netzwerke-einfuehrung/



Character Error Rate
• Definition

• Number of characters that need to be added, deleted or replaced to create a correct text from the incorrect text divided 
through the total number of characters multiplied by 100.

• CER = Errors/Total Number of Characters*100

• Example
• Das ist der richtige Satz mit 44 Buchstaben. 
• Das ist der falsche Satz mit 43 Buchstaben.

• In order to be able to form the word “richtige" from the word “falsche", we must 
• Replace f by r and a by i 
• Delete l and s
• c and h can stay
• Add t, i and g
• e can stay
• Replace 3 by 4

• 8 operations are needed to generate the correct sentence
• Character Error Rate: 8/44*100= 18.18 Character Error Rate
• Word Error Rate: 25% Word Error Rate (8 words in total, 2 need to be replaced).



Machine learning  the engine finds a way how to connect the line 
image with the text of the line  the model is the representation of 
this knowledge



Models

• Optical model
• The core of the training process
• Responsible for 90-95% of the results
• Internal confidence levels for each character
• Kind of knowledge included since neighbouring characters are learned as well

• Language model
• Statistical distribution of characters is learned on basis of training data (and/or external 

resources)
• Not a dictionary, but n-grams (up to 7 or 8) of characters
• May improve results by 10%

• Base model
• In order to speed up recognition a formerly trained model can be used as a base model
• Training process is a kind of fine-tuning the base model to the actual training data
• Especially important if there is no access to the training data or if training time shall be

reduced





Examples for HTR results



Konzilsprotokolle

• University Archive Greifswald
• Dirk Alvermann, German Science Funds Project, 2019-2020
• Digitisation and recognition of court documents from 1570 to 1800
• About 240,000 pages

• Documents
• Challenging, hard to read
• 800+ writers
• Most parts are written in standard script, however, several parts in concept script
• Kurrent and Latin script
• Abbreviations

• Several models trained
• Many writers, but every writer represented in the set
• One example model: training data: 1432 pages = 226,717 words 
• CER on validation set: 3,31 (training set: 7,1), 1000 iterations



CER = 5,04 WER: 21,63



Arabic test – Research Library Gotha

• One document
• Nice Arabic handwriting, homogenous
• Simple layout

• Ground truth
• Training set: 72 pages = 17,327 words
• Validation set: 2 pages = 506 words

• Training
• HTR+ (University of Rostock), 200 epochs, Tensorflow implementation
• Standard parameters, no tuning

• Results
• CER on validation set = 3,51 (without dictionary) 
• Shows improvement very well: 13,7% with the first version of the HTR engine







Printed text - newspapers

• Wiener Diarium – in cooperation with Austrian Academy of Science
• Newspaper from 18th century
• Bitonal scans with partly challenging quality
• Training set: 179.997 words or 345 pages
• CER on test set = 0,81
• WER on test set = 3,02







For this page: CER = 0,6 / WER = 3,0% (without dictionary)





CER = 2,2% / WER = 10,3% (with dictionary)





CER = 6,02 / WER = 19,6 (without dictionary)



Observations

• One hand
• Take pages from one writer
• Satisfying results from 10.000 words (or even below) onwards
• 2-5% Character Error Rate can be achieved with modest effort

• Several hands but all hands are known and go into one training set
• Take e.g. 20 pages from each writer as a start
• Satisfying results need e.g. 5000 words per hand
• 3-7% Character Error Rate can be achieved with modest effort

• Many hands and many of them do not go into the training set
• Take representative sample from the overall collection
• Satisfying results from 250.000 words onwards, robust models have more than 1 

mill. words
• 5-8% Character Error Rate



What you can expect

• Language model may improve results by about 10% - often more
improvement in WER than CER

• Large models can be used as base model in order to speed up the training –
however training from scratch may in many cases provide the best results

• Doubling the amount of training data improves recognition by ca. 20%
• Below 10% Character Error Rate manual transcription goes faster, below 

5% users benefit greatly
• Image quality has less influence on results than expected images from

microfilm and smartphones show surprising good results
• For the next years it is to expect that specialized models will remain

necessary



Transkribus products



Services and products

• Transkribus AI – public models
• Transkribus Lite
• Transkribus Expert Client
• read&search
• Transkribus Processing API
• ScanTent & DocScan
-------------
• citizen&science
• tables&forms



Transkribus AI - Public models







https://readcoop.eu/model/french-general-model/


Transkribus Lite





Transkribus Lite

• All basic features
• Upload Images and PDFs
• User Management
• Segmentation
• Transcription and virtual keyboard
• Annotation
• Text recognition with public models
• Training private models
• Full-text search
• Export



Transkribus Expert Client





Transkribus Expert Client

• Many additional features compared to Lite
• Text2Image matching
• Tag search
• Structural tags
• Structure recognition (P2PaLa)
• Training features for Osmanic (transliteration)
• Expanded export
• Convenience features

• FTP Upload
• DFG Viewer upload
• IIIF Upload
• Table2textregion, row detection
• Copy of layout
• …



read&search











Transkribus Processing API





ScanTent & DocScan



ScanTent + DocScan App
http://scantent.eu/







citizen&science





Grund- und Bauparzellen-
protokolle













tables&forms







Medieval music notes recognition (proposition)





Newspapers







Who are the users?
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Scholars





• Die leute die daran interessiert sind: ev. Köpfe zeigen (echte)







 Public model for Old Church Slavonic







Archives



National Archives Finland

















zeitpunkt – Zeitungsportal NRW









University Archive Greifswald





Universitätsarchiv Greifswald

• DFG Project
• Ca. 240.000 pages of court records
• 16. – 18. Century
• Ca. 2/3 clean script, rest concept writing
• Zugänglichkeit wird über read&search möglich sein















Family historians – volunteers in crowd-sourcing projects







Wat doet u in uw vrije tijd?

Ik ben historicus, niet alleen van opleiding, maar 
ook van belangstelling. Ik lees veel historische 
literatuur, maar doe ook af en toe 
archiefonderzoek en schrijf artikelen.

What do you do in your spare time?

I am a historian, not only by education, but also 
by interest. I read a lot of historical literature, 
but I also occasionally do archival research and 
write articles.









Transkribus community





How has working with Transkribus impacted 
your professional and or scholarly/activity?
• It has convinced me that it is workable and not vaporwar. 
• Greatly. My most interesting job and my first funded project which I 

am now starting would not have been possible without it. 
• Could do things that where not possible some years ago 
• Expect it will affect my profession in the future dramatically. 
• Gave our department the ability to start a whole new project 
• Wouldn't have started my digital edition without Transkribus 
• ground-breaking! 



Source: WHICH DH TOOLS ARE ACTUALLY USED IN RESEARCH?
BY LAURE BARBOT, FRANK FISCHER, YOANN MORANVILLE AND IVAN POZDNIAKOV — 06 DEC 2019
https://weltliteratur.net/dh-tools-used-in-research/

https://weltliteratur.net/dh-tools-used-in-research/
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Registered users in Transkribus
2015-02 - 2022-03

Thousands of users working every month

Trained 13.000 AI models

Already more than 81.000!

Uploaded 30 mill. pages



READ-COOP SCE



What to do after the project?

• READ – Recognition and Enrichment of Archival Documents
• 8,2 mill. Euro grant, Horizon 2020 EU project
• 14 partners from all over Europe – universities, archives, scholars
• Excellent work
• From 2016-2019 (3,5 years)
• Before: tranScriptorium project – 3 mill. Funding – first prototype of Transkribus and 

Handwritten Text Recognition
• Sustainability?

• Spin-off as company?
• European Research Infrastructure Consortium (ERIC)?
• Association or foundation?
• Open Source?



Societas Cooperativa Europaea

• Collaborative
• Open
• Democratic
• Profit-oriented
• No shareholder value





Thank you for your attention!
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